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   Foreword   

 When the editors approached me to write a foreword for this book, I was naturally 
fl attered. They were generous enough to say that they had found some of my publi-
cations on the topic nearly 20 years ago to have been a useful starting point for some 
of their own investigations (Nayani and David 1996). 1  However, it wasn’t long 
before vanity got the better of me and I started to react against being cast far too 
prematurely as a grand old man. More importantly, I also started to worry that, 
while I have maintained an interest in the topic, I wasn’t confi dent that I had kept up 
with all of the latest developments. I should not have been so concerned. This vol-
ume is itself the perfect antidote. It reminds us of how diverse and engaging the 
topic of hallucinations continues to be as well as paying tribute to the truly ancient 
body of literature that has grown up around the effort to understand it. It is indeed 
humbling to realise that most seemingly new contributions to the study of hallucina-
tions echo previous thinking. 

 The scientifi c study of hallucinations is, however, relatively youthful – perhaps a 
mere 150 years old, beginning with Esquirol and others. The nineteenth and twenti-
eth centuries were a ‘Golden Age’ as far as descriptive psychopathology goes, but of 
course the neuroscientifi c contribution to psychopathology is more recent, beginning 
with electroencephalography but now fuelled by functional magnetic resonance 
imaging. Indeed those of us in the 1990s who had the opportunity to use this ‘toy’ 
thought that hallucinations were an obvious target and that they would be explained 
once and for all. All we needed to do was show that the sensory processing areas of 
the brain ‘lit up’ in response to an hallucination in the same way as they did to an 
external stimulus and the riddle was solved. Such hubris! In fact this early work did 
lend support to the idea that hallucinations were indeed sensory phenomena to some 
extent (David et al. 1996) but, like most research, raised new questions about, for 
example, the relationships between hallucinations, mental imagery and perception; 
between the generation and reception of images; and, most challenging of all, the 
nature of belief and reality. In fact, the study of hallucinations was, for me, a salutary 

   1   This foreword is dedicated to the memory of Dr. Tony Nayani (1962–2009).  
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lesson in the limits of neuroimaging and the need to draw on philosophy, the social 
sciences as well as biomedical science. This book exemplifi es this approach and is a 
tangible demonstration of the benefi ts of multidisciplinary discourse. 

 At risk of labouring this point, here is an anecdote. I, like many others, was 
inspired by Oliver Sacks’ observations on musical hallucinations. A review of per-
sonal cases and the literature led to a comprehensive review on the topic (Keshavan 
et al. 1992). It was clear that hallucinations of music and those of voices – a core 
symptom of schizophrenia – were entirely different. The link with hearing impair-
ment and tinnitus in the former was almost universal as was the lack of associated 
psychopathology. At last, we had confi rmed a clear basis for diagnostic classifi ca-
tion. That was until my mentor Alwyn Lishman drew my attention to a case described 
of an old lady who heard the hymn  The Old Rugged Cross  emanating from her 
vagina. This led to a pause and consideration that the origin of such a hallucination 
probably went beyond the scope of the oto-naso-laryngologist. 

 Another service that this volume provides is to put the spotlight on the variety 
and modalities of hallucinations. A comparison of these and identifi cation of simi-
larities and differences is long overdue. Why is it that auditory verbal hallucinations 
(AVHs) are such an important part of psychotic disorders – pointing specifi cally to 
language systems and dialogic construction of the Self? Why on the other hand are 
visual hallucinations the hallmark of ‘organic’ disorders – pointing to perhaps 
release phenomena and more diffuse consequences of cerebral perturbation? And 
why do AVHs in schizophrenia usually respond well to antipsychotic medication 
while the apparently same phenomena are unresponsive in people with borderline 
personality disorder? This volume extends to all these modalities and distinctions 
and will provide much stimulus for integration. 

 There are other recent developments which have broadened the context for hal-
lucination research and to which Dutch scientists and commentators have made a 
distinct contribution. In particular, we now know that there are many people who 
experience hallucinations, of a sort that were once held to be entirely pathological, 
as part of their daily lives and that these are benign or even positively valued. This 
prompts the obvious question – what makes, for example, a hallucinated voice a 
scourge for one person, and a guardian angel for another? Asking voice hearers 
themselves is a good place to start. 

 Finally, the editors and their well-chosen contributors demonstrate that these 
conundrums are not purely theoretical. There is now an array of treatment interven-
tions from psychotherapies to brain stimulation which may be offered to those for 
whom hallucinations are less than positive, with the added value of informing theo-
retical advances by a process of reverse translation. 

 London, UK Anthony S. David   
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    Hallucinations    are fascinating phenomena. The mere possibility of perceiving things 
that are not there is the stuff that campfi re tales are made of. It is one thing to be in 
a dream state, to be asleep, and to conjure up people, scenes, and landscapes that do 
not actually exist. But it is quite another to hallucinate: to be wide awake and yet 
hear that ethereal music, see those costumed fi gures strolling by, smell the roses that 
used to grow in your grandfather’s garden, feel his hand upon your shoulder, sense 
his presence somewhere near – and to be the only one able to experience all that. 
How strange, how fascinating, and how absolutely mind-boggling that would be. 
And how frightening perhaps, since not all hallucinations involve a walk in the park 
with loved ones. As clinical psychiatrists, we have come in contact with a great 
many people who are plagued by voices and visions which compete for priority 
with what we call “reality.” “The voices have completely shaken up my life,” as 
Steven Scholtus – a long-time voice hearer and fi eld expert at the Voices Clinic in 
Utrecht – writes in this book. “A normal way of living, with a full-time job, a family, 
the raising of children, is no longer within my reach.” 

 Imagine what that is like. 
 Or imagine what Christine Blanke, another fi eld expert at the Voices Clinic, has 

had to endure since she started to hear voices. As she recalls in Chap.   8    , “Perhaps 
for being so busy with other things, I hardly paid any attention to the gentle voices 
inside my head. Then other people came into my head, conveying evil messages. 

    I.  E.  C.   Sommer ,  M.D., Ph.D.   (*)
     Department of Psychiatry, University Medical Center Utrecht and Rudolf Magnus 
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    Chapter 1   
 General Introduction       

       Iris   E.  C.   Sommer         and    Jan   Dirk   Blom               
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I also started to see blood in the streets, and arms, legs, and heads that had apparently 
been chopped off.” It is not diffi cult to picture the impact of such horrifying hallu-
cinations on the very foundations of one’s existence. And yet there are millions of 
people who experience hallucinations without being overly bothered by them, and 
who may even fi nd comfort and solace in such experiences. We know that many of 
them are as intrigued as we are about the nature of their idiosyncratic experiences, 
whether they attribute them to psychological, neurobiological, or metaphysical 
sources. 

 The fact that a person can see or hear things that remain imperceptible to others 
touches upon a number of fundamental issues. One of those issues is whether there 
is such a thing as a general – shared – reality. Many philosophers tell us that such a 
reality does not exist. What we call reality is always perceived by an observer, and 
is therefore subjective (Schopenhauer  1958  ) . In that sense, the world that we per-
ceive is a creation of our own mind, one that is based only in part on the input pro-
vided by our sense organs. Kant even maintained that we are fundamentally 
incapable of discerning what the real world is like. The mind imposes concepts 
(“categories”) on the information gathered by our senses, thereby determining the 
way we experience the world (Kant  1933  ) . Since those concepts are applied without 
our being able to keep track of the way it is done, we have no access to the world 
beyond the realm of our consciousness. 

 Plato illustrated this line of thought in his  Allegory of the Cave , a dialogue 
between his brother Glaucon and his teacher Socrates. In the Allegory, Socrates 
describes a group of people who have spent their lives chained to the wall of a cave, 
facing a blank wall. As they watch the shadows cast onto that wall by the people and 
things passing between them and a fi re which is burning behind them, they begin to 
interpret those shadows. According to Socrates, those interpretations are as close as 
we will ever get to grasping what the real world looks like. He then explains how 
one of the prisoners is freed, and leaves the cave in search of the sun, the world, 
nature, and all its creatures. That prisoner realizes that the shadows on the wall are 
quite different from the real world, which he can now perceive in its true shapes and 
colors. When he returns to the cave, his fellow prisoners do not believe a word of 
what he says, preferring to stick to their drab, two-dimensional version of reality 
(Plato  1974  ) . Perhaps some people suffering from complex or compound hallucina-
tions feel like that returning prisoner, as they try to convince their treating physician 
of the reality of their perceptions. 

 From a neuroscientifi c point of view, these philosophical musings make perfect 
sense, especially when we conceptualize consciousness as a brain function involved 
in the creation of representations of the external world (Behrendt  2010  ) . Animal 
experiments have shown that the hippocampus is able to provide rapid representa-
tions of our surroundings based on sensory input signals and memory patterns of 
situations previously experienced (Kahn et al.  2008  ) . As we all have varying experi-
ences, our memories are different and – to some extent – unique. As a consequence, 
the concepts we apply to the information from our sense organs also tend to be 
unique, thus providing us with our own idiosyncratic shadows on the wall, i.e., our 
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subjective representations of reality. The study of hallucinations touches upon such 
neuroscientifi c topics as perception and consciousness and allows us to explore 
them in depth. 

 Another question involves the source of hallucinations. When, as the Bible tells 
us, the Virgin Mary heard an angel speak to her, was she in fact hallucinating, in the 
sense that her brain was conjuring up a being that was not there? Socrates, one of 
the most famous voice hearers, was convinced that a  daimon , or benevolent spirit, 
always warned him when he was on the verge of making a grave mistake. Joan of 
Arc claimed that she was guided by the voices of various saints and even God him-
self and that they helped her to take command of an army and defeat the British. 
Although unconfi rmed by scholars, it has been maintained that René Descartes also 
heard voices. Clinical lore holds that they seemed to come from behind, and that 
they were so realistic that he thought he was actually being followed (Winslow 
 1840  ) . Did all these historical fi gures experience hallucinations? Or could it be that 
gods, angels, demons,  djinns  – and even an evil genius – are readily perceptible to 
some individuals but not to others? 

 While the spiritual and religious among us may be more interested in the possi-
ble metaphysical sources of such experiences, it is the task of neuroscientists to 
explore the brain and its functions in order to ascertain their origin. Often it seems 
as if the two possibilities cancel each other out. By demonstrating brain activity on 
the fMRI scan of a test person who is experiencing auditory hallucinations, it may 
seem as if their intracerebral source can be proved. But obviously, a BOLD signal 
on a scan does not count as a valid argument against the possibility that those hal-
lucinated voices have an external origin. If that same person were to perceive a 
voice from an actual person (or from God?), then similar speech perception areas 
may be expected to light up on the scan. The apparent contrast between such spiri-
tual and neurobiological explanations has somehow infl uenced popular opinion, 
which holds that hallucinations occurring in the context of psychosis or borderline 
personality disorder derive from brain dysfunction, while those experienced by 
people without a psychiatric diagnosis may well stem from metaphysical sources. It 
is not up to us to give a verdict in this matter, but as clinicians and neuroscientists, 
we would like to stress the role of the brain in all types of perceptual experience. 
The involvement of speech  production  areas, for example, as established by our 
own research group, is hardly commensurable with an external source of verbal 
auditory hallucinations (Sommer et al.  2008  ) . 

 A fi nal reason why over the years hallucinations have continued to fascinate so 
many people is the fact that they compel us to think about the brain in ways that go 
beyond our current neurobiological discourse. Many fundamental brain mecha-
nisms have been discovered by means of the detailed examination of individuals 
suffering from pathological conditions. Thus, the function of Wernicke’s area in 
deciphering of speech sounds was discovered by performing an autopsy on a patient 
with severe sensory aphasia. Similarly, the role of the fusiform gyrus in face recog-
nition was unraveled following the examination of patients with prosopagnosia 
(i.e., the specifi c inability to recognize faces while the ability to recognize other 
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objects remains relatively intact). Hallucinations have the potential to shed light on 
a great number of brain mechanisms currently unknown to us and to provide 
new insights into perception, consciousness, and many other fundamental brain 
functions. 

 For all the above reasons, the brain mechanisms underlying hallucinations have 
proved to be a popular topic within neuroscience. The technical possibilities cur-
rently available to visualize cerebral processes have signifi cantly accelerated our 
attempts to unravel the neurobiology of hallucinations. But at least as much can be 
learned from individuals who themselves experience hallucinations. Detailed clini-
cal descriptions and fi rst-person accounts are still a treasure trove for researchers in 
the fi eld. This book focuses on both aspects. Part I presents various basic approaches 
to hallucinations which range from the philosophical to the conceptual and neuro-
scientifi c. Part II consists of detailed descriptions of the phenomena themselves and 
the various ways in which they are experienced by patients and by healthy individu-
als. Part III offers a comprehensive update of fi ndings in the fi elds of structural and 
functional neuroimaging, electrophysiology, psychopharmacology, and cognition, 
while Part IV provides an overview of state-of-the-art treatment methods. 

 It has been an honor and a pleasure to prepare this book in collaboration with so 
many experts in the fi eld of hallucinations research. It is gratefully dedicated to the 
many patients and healthy hallucinators who have inspired them and us.     
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    2.1   Illusions: What and Why 

 Many people, when viewing a windmill in the distance, report that the blades sometimes 
seem to rotate in the wrong direction. This is an example of a visual illusion. The 
standard account of such illusions says that each is an incorrect perception seen by 
most people when they view a specifi c stimulus. Illusions are rare, but the situations 
that trigger one person to see an illusion are likely to trigger others to see a similar 
illusion. Hallucinations, by contrast, are incorrect perceptions that are seen by few 
people and that occur in the absence of an appropriate stimulus. A person with 
delirium tremens, for instance, might see a spider that no one else sees. 

 This standard account of visual illusions naturally raises the question as to why 
our perceptions should be fallible. What is wrong with our visual system that allows 
false perceptions to occur? 

 To answer this question, we must understand visual perception as a biological 
system that has been shaped by natural selection. Each organ of the body has been 
shaped by natural selection to contribute in specifi c ways to the fi tness of the person. 
The visual system can be considered as one of the many organs of the body that 
makes its specifi c contribution to the fi tness of the whole organism. 

 This still leaves the puzzling question as to why our perceptions are fallible. The 
standard account of perceptual evolution is that more accurate perceptions are more 
fi t. For instance, the textbook  Vision Science  states that “Evolutionarily speaking, 
visual perception is useful only if it is reasonably accurate… Indeed, vision is useful 
precisely because it is so accurate. By and large,  what you see is what you get . When 
this is true, we have what is called  veridical perception  … This is almost always the 
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case with vision …” (Palmer  1999 , p. 6). Geisler and Diehl  (  2003  )  say, “In general, 
(perceptual) estimates that are nearer the truth have greater utility than those that are 
wide of the mark.”    Knill et al.  (  1996 , p. 6) say, “Visual perception … involves 
the evolution of an organism’s visual system to match the structure of the world and 
the coding scheme provided by nature.” 

 The idea here is that in the struggle for survival, those of our predecessors that 
saw the world more truly had a fi tness advantage over those that saw less truly. 
Predecessors with truer perceptions had a better chance of becoming our ancestors. 
Over many generations, this shaped  Homo sapiens  to have more accurate 
perceptions. We are the offspring of those who saw more truly, and in consequence 
our perceptions are usually veridical. 

 From this evolutionary perspective, one answer to the question as to why our 
perceptions are fallible is simply that evolution is not yet done with us. We are a 
species in process, not a species that is the end product of an evolutionary great 
chain of being. 

 While this last answer is, as far as it goes, correct, it is far from a complete 
account of why perception is fallible and visual illusions occur. A more complete 
account requires us to understand that (1) vision is a constructive process and 
(2) evolution has shaped this constructive process not to deliver truth but to guide 
adaptive behavior. When these points are understood, we fi nd that we must redefi ne 
the notion of illusion. We also fi nd that illusions are an unavoidable feature of per-
ception and cannot be eradicated by further evolution.  

    2.2   Vision as Construction 

 Roughly half of the brain’s cortex is engaged in vision. Billions of neurons and tril-
lions of synapses are engaged when we simply open our eyes and look around. This 
is, for many of us, a surprise. We think of visual perception as being a simple pro-
cess of taking a picture. There is an objective physical world that exists whether or 
not we look, and vision is just a camera that takes a picture of this preexisting world. 
We can call this the camera theory of vision. Most of us, to the extent that we think 
about vision at all, assume that the camera theory of vision is true. 

 That billions of neurons are involved in vision is a surprise for the camera theory. 
So much computational power is not necessary to take a picture. Cameras existed 
long before computers. 

 The eye is, of course, like a camera. It has a lens that focuses an image on the 
retina at the back of the eye. But this is just the starting point of the visual system. 
From there, billions of neurons are engaged in cortical and subcortical processing. 
Why all this processing power? 

 The story that has emerged from research in cognitive neuroscience is that vision 
is a constructive process. When we open our eyes, our visual system constructs in a 
fraction of a second all the shapes, depths, colors, motions, textures, and objects that 
we see. The computational power required for such construction is massive, but the 
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construction is done so quickly that we are fooled into thinking that there is no 
construction at all, that we are simply taking a snapshot of the world as it is. 

 Why does the visual system bother to do all this construction? Why does it not 
simply take a picture and be done? That would certainly require less computation, 
and would reduce the chance of illusions. 

 The visual system constructs our visual worlds because it must. The starting 
point of vision is the photoreceptor mosaic in the retina of the eye. Each eye has 
roughly 120 million photoreceptors, and the activation of each photoreceptor is pro-
portional to the number of photons it catches. One can think of the retina as starting 
with an array of 120 million numbers, describing the number of photons caught by 
each photoreceptor. There are no colors, shapes, objects, textures, motions, or 
depths. There is only a description that says something like, “This photoreceptor 
caught 5 photons, this one caught 12, this one caught….” From this array of 
120 million numbers, the visual system must proceed to construct all the colors, 
shapes, objects, and depths that constitute our visual world. 

 This point is painfully clear to computer scientists building robotic vision sys-
tems. The input to such a system is an array of numbers from a video camera. If the 
computer is going to see anything more than just this meaningless array of numbers, 
then it must have sophisticated programs that set about to construct visual worlds 
from the video input. Writing such programs has proved exceedingly diffi cult and 
has led to great respect for the constructive powers of biological vision systems. 

 For any image given to the computer, there are always an infi nite number of 
visual worlds that could be constructed and that are compatible with that image. For 
instance, an infi nite number of 3D constructions are always, in principle, compati-
ble with any given 2D image: An ellipse in an image could be the projection of a 
circle seen at an angle or the projection of any one of an infi nite number of different 
ellipses at different angles. This makes the construction process nontrivial. 

 A concrete example of visual construction is illustrated in Fig.  2.1 . On the left is a 
collection of green lines. On the right is the same collection of green lines but with 
black lines attached. Notice that on the right, the green appears to fi ll in the space 
between the lines to create a glowing green worm with fairly sharp edges. The glow-
ing green and the sharp edges are all constructed by your visual system, an effect 
known as neon color spreading (Redies and Spillmann  1981  ) . You can check that you 
are constructing the neon worm: If you cover the black lines the worm disappears.  

  Fig. 2.1    Neon color spreading. The green glowing worm on the  right side  of the fi gure is a 
perceptual illusion       
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 Neon color spreading is often used as an example of a visual illusion. It fi ts the 
standard defi nition of an illusion. Most observers see the color spreading when they 
look at such a fi gure, and the perceived green spreading where there is no green ink 
is, most would agree, an incorrect perception. So here we see a case where the 
constructive power of the visual system leads to a visual illusion. Indeed, each stan-
dard visual illusion is in fact a case where we catch the visual system in the act of a 
construction that is apparently incorrect (for hundreds of illusions and their expla-
nations, see Hoffman  (  1998  )  and Seckel  (  2009  ) ). Illusion and construction are inex-
tricably linked. 

 Now, the standard view of visual constructions is that they are, in the normal 
case,  re constructions. There is an objective physical world with depths, shapes, and 
colors, and the constructions of the visual system are, in the normal case, fairly 
accurate reconstructions of the true physical properties. According to this standard 
view, the reason that visual constructions are usually accurate reconstructions is due 
to evolution by natural selection. The more accurately an organism’s visual system 
reconstructs the objective physical properties of its environment, the more fi t is the 
organism and the better its chances of surviving long enough to reproduce. 

 So, the standard view of visual illusions is that they are the result of visual con-
structions that are not accurate reconstructions of the objective physical world. 
Evolution by natural selection has made sure that such incorrect constructions 
are rare.  

    2.3   Perceptual Evolution 

 One problem with the standard view of visual illusions is that it is based on an incor-
rect understanding of evolution by natural selection. As we noted earlier, Geisler 
and Diehl  (  2003  )  say, “In general, (perceptual) estimates that are nearer the truth 
have greater utility than those that are wide of the mark.” Most vision researchers 
agree that truer perceptions have greater utility and therefore contribute to greater 
fi tness of the organism. 

 But this assumption, though perhaps plausible, is in fact incorrect. Truth and util-
ity are distinct concepts, and confl ating them is a fundamental error. Utility depends 
on the organism and the world. One cannot assign a utility to the true state of the 
world unless one specifi es an organism. For instance, being 5,000 ft below sea level 
has high utility for a benthic fi sh, but is fatal for a person. The same objective fea-
ture of the world has radically different utility for people and fi sh. Mathematically 
we can write that utility,  u , is a function from the objective world,  W , and an organ-
ism,  O , into the real numbers,  R .

     ´ ®:u W O R    (2.1)   

 So utility and truth are related as shown in ( 2.1 ) and therefore are not the same 
concepts. Now, it might still be the case that although utility and truth are distinct, 



112 The Construction of Visual Reality

nevertheless, it happens to be an empirical fact that truer perceptions have greater 
utility. But this needs to be demonstrated. It cannot simply be assumed to be true. 

 One way to test this assumption is through the mathematical theory of evolution, 
known as evolutionary game theory (Maynard Smith  1974 ; Nowak  2006  ) . Using 
computer simulations, one can create a wide variety of objective worlds and of 
organisms with different kinds of perceptual systems. The organisms can compete 
with each other in evolutionary games, and one can determine whether the organ-
isms that see more truly are in fact the ones that tend to outcompete other organisms 
and have more offspring. 

 Results of such simulations have recently been published by Mark et al.  (  2010  ) . 
They simulate a variety of worlds with varying numbers of resources and allow 
organisms to compete. Some see the whole truth, others part of the truth, and still 
others none of the truth. The organisms in the simulations that see none of the truth 
have perceptions that are tuned to utilities rather than to the objective structure of 
the world. For instance, a particular world might have several territories, each hav-
ing a resource, such as food or water or salt, that can vary in quantity from 0 to 100. 
The utility of the resource is varied across simulations. Sometimes utility might be 
a monotonic function of the quantity of the resource, and other times it might be a 
Gaussian or some other nonmonotonic function. 

 What Mark et al. fi nd is that true perceptions are not, in general, more fi t. In most 
cases of interest, an organism that sees none of the truth, but instead sees abstract 
symbols related to utility, drives the truth perceivers to swift extinction. Natural 
selection does not usually favor true perceptions. It generally drives them to 
extinction. 

 One reason is that perceptual information does not come free. There are costs in 
time and energy for each bit of information that perception reports about the envi-
ronment. For every calorie an organism spends on perception, it must kill something 
and eat it to get the calorie. As a result, natural selection pressures perception to be 
quick and cheap. Getting a detailed description of the truth is too expensive in time 
and energy. It is also not usually relevant, since utility, not truth, is what perception 
needs to report.  

    2.4   Interface Theory of Perception 

 Simulations using evolutionary game theory show that perceptual systems that 
report the whole truth or just part of the truth are not as fi t as those that report utility 
(Mark et al.  2010  ) . How shall we understand these fi tter perceptual systems? Are 
there intuitions that can help us understand why they are more fi t? 

 The key idea is that perception serves to guide adaptive behavior. Guiding adap-
tive behavior is not the same as constructing veridical perceptions. An example of 
the difference is the windows desktop of a personal computer (Hoffman  1998, 
  2009  ) . The desktop interface is not there to present a veridical report of the diodes, 
resistors, magnetic fi elds, voltages, and software inside the PC. Instead, it is there to 
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allow the user to be ignorant of all this, and yet still interact effectively with the PC 
to get work done. 

 If the icon for a fi le is orange, rectangular, and in the center of the display, this 
does not mean, of course, that the fi le itself is orange, rectangular, and in the center 
of the PC box. The color of the icon is not the true color of the fi le; fi les have no 
colors. The rectangular shape of the icon is not the true shape of the fi le. The posi-
tion of the icon on the screen is not the true position of the fi le in the computer. No 
property of the icon on the screen is veridical. But this does not mean that the win-
dows interface is useless, or misleading, or an illusion. It means that the purpose of 
the windows interface is to guide useful interactions with the PC while allowing the 
user to be free of the burden of knowing its complex details. 

 So, with the windows interface example, we see that reporting the truth is not the 
only way to be helpful, and that in fact reporting the truth can be an impediment to 
progress rather than a help. Perception can be useful even though it is not veridical. 
Indeed, perception is useful, in part, precisely because it is not veridical and does 
not burden us with complex details about objective reality. Instead, perception has 
been shaped by natural selection to be a quick and relatively inexpensive guide to 
adaptive behavior. 

 The view of visual perception that emerges from this evolutionary understanding 
can be summarized as follows: Perceived space and time are simply the desktop of 
the perceptual interface of  Homo sapiens . Objects, with their colors, shapes, tex-
tures, and motions, are simply the icons of our space-time desktop. Space, time, 
objects, colors, shapes, and motions are not intended to be approximations to the 
truth. They are simply a species-specifi c interface that has been shaped by natural 
selection to guide adaptive behaviors that increase the chance of having kids. 

 One objection that often comes to mind at this point is the following: If that bus 
hurdling down the road is just an icon of your perceptual interface, why do you not 
step in front of the bus? After you are dead, and your interface theory with you, we 
will know that perception is not just an interface and that it is indeed a report of the 
truth. 

 The reason not to step in front of the bus is the same reason one would not care-
lessly drag a fi le icon to the trashcan. Even though the shape and color of the fi le 
icon do not resemble anything about the true fi le, nevertheless if one drags the icon 
to the trash one could lose the fi le and many hours of work. We know not to take the 
icons literally. Their colors and shapes are not literally correct. But we also know to 
take the icons seriously. 

 Our perceptions operate the same way. They have been shaped by natural selec-
tion to guide adaptive behavior. We had better take them seriously. Those of our 
predecessors who did not take them seriously were at a selective disadvantage com-
pared to those who did take them seriously. If you see a cliff, do not step over. If you 
see a spider, back away. If you see a moving bus, do not step in front of it. Take your 
perceptions seriously. But this does not logically require that you take them to be 
literally true. 

 Another objection that often comes to mind regards consensus. If a bus is hur-
dling down the road, any normal observer will agree that they indeed see a bus 
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hurdling down the road. So, since we all agree about the bus, since there is 
consensus, does that not mean that we are all seeing the same truth? 

 But consensus does not logically imply that we are all seeing the truth. It simply 
implies that we have similar perceptual interfaces and that the rules of visual con-
struction that we use are similar. Just because an icon appears as orange and rectan-
gular on different desktops and to different users does not mean that orange and 
rectangular are the true color and shape of the fi le. It just means that the various 
desktops have similar conventions that they observe.  

    2.5   Biological Examples 

 It is one thing to argue from simulations of evolutionary game theory, and from 
analogies with computer interfaces, that visual perception is simply a species- 
specifi c user interface that has been shaped by natural selection to guide adaptive 
behavior and to hide the complexities of the truth. It is quite another thing to present 
concrete evidence that this is how perception really works in living biological 
systems. 

 Such concrete evidence is abundant. Some of the most salient examples are seen 
in the phenomena of mimicry, camoufl age, supernormal stimuli, and ecological 
traps. Each of these phenomena can be understood as resulting from natural selec-
tion shaping perception to be a quick and inexpensive guide to adaptive behavior 
rather than a veridical report. 

 Many dragonfl ies, for instance, lay their eggs in water. For millions of years, 
their visual systems have guided them to bodies of water appropriate for oviposi-
tion. This is an impressive feat and might suggest that their visual systems have 
evolved to report the truth about water. Experiments reveal instead that they have 
evolved a quick and cheap perceptual trick (Horvath et al.  1998  ) . Water slightly 
polarizes the light that refl ects from it, and dragonfl y visual systems have evolved to 
detect this polarization. Unfortunately for the dragonfl y,  Homo sapiens  have recently 
discovered uses for crude oil and asphalt, and these substances polarize light to an 
even greater degree than does water. Dragonfl ies fi nd pools of oil even more attrac-
tive than bodies of water, and end up dying in large numbers. They also are attracted 
to asphalt roads. Pools of oil and asphalt roads are now ecological traps for these 
dragonfl ies. Apparently their visual system evolved a quick trick to fi nd water: Find 
something that polarizes light, the more polarization the better. In the environment 
in which they evolved, this trick was a useful guide to behavior and allowed them to 
avoid constructing a complex understanding of the truth. 

 Mimicry and camoufl age can be understood as arms races between organisms in 
which one organism exploits vulnerability in the perceptual interface of a second 
and in which the second organism in turn sometimes evolves its perceptual interface 
to remedy that particular vulnerability. Since perception has not evolved to report 
truth, but is instead a quick and cheap interface that has evolved to guide adaptive 
behavior, there will always be a myriad of vulnerabilities that can be exploited. 
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Hence, we fi nd an endless and entertaining variety in the strategies of mimicry and 
camoufl age.  

    2.6   A New Theory of Illusions and Hallucinations 

 Vision has evolved to guide adaptive behavior, not to report truth. Our perceptions 
of space, time, objects, colors, textures, motion, and shapes are useful because they 
are not true, just as the icons of a computer desktop are useful because they are not 
true, but simply serve as guides to useful behavior. 

 Given that none of our perceptions are true, then we must revise the standard 
defi nition of illusions, which says that each illusion is an incorrect perception seen 
by most people when they view a specifi c stimulus. The key to a new theory of illu-
sions is to think about the evolutionary purpose served by perceptual systems: They 
have evolved to be guides to adaptive behavior. 

 This suggests the following new defi nition: An illusion is a perception, experienced 
by most people in a specifi c context, that is not an adaptive guide to behavior. 

 The windmill illusion, for instance, in which one misperceives the movement of 
the blades, is an illusion because such a perception is not an adaptive guide. One 
could be injured by a blade whose movement is misperceived (although, fortunately, 
the windmill illusion usually disappears if one gets close to the windmill). Similarly, 
the neon color spreading shown in Fig.  2.1  is an illusion because it is not an adaptive 
guide and leads the observer to see a surface with certain chromatic properties when 
it is not adaptive to do so. 

 We must also revise the standard defi nition of hallucination, which says that hal-
lucinations are incorrect perceptions that are seen by few people and that occur in 
the absence of an appropriate stimulus. An evolutionary framework suggests the 
following new defi nition: A hallucination is a perception experienced by few people 
that occurs in the absence of an appropriate context and that is not an adaptive guide 
to behavior. 

 The key move in the new defi nitions of illusion and hallucination is to replace the 
central role of incorrect perception in the old defi nitions with the new central role of 
guiding adaptive behaviors. Our perceptual constructions have been shaped by evo-
lution to be cheap and quick guides to adaptive behaviors in the niches that consti-
tuted our environment of evolutionary adaptiveness. Occasionally a situation arises 
that triggers in most members of the species perceptual constructions that are not 
adaptive guides to behavior. These are illusions. And occasionally a perceptual sys-
tem of a member of the species engages in an idiosyncratic perceptual construction 
that is not an adaptive guide to behavior. This is a hallucination. 

 The new defi nitions of illusion and hallucination incorporate an evolutionary 
understanding of normal perception. They alert us that, when we try to understand 
the nature and provenance of illusions and hallucinations, it is important to consider 
how our perceptual systems evolved to serve as guides to adaptive behavior in our 
environment of evolutionary adaptiveness.      
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   *    “… the ‘world’ of the hallucinator is no less real to the 
participant during a hallucinatory phase than is the ‘world’ of 
the sane person when awake. To understand the nature of 
hallucinations it is not suffi cient to simply determine the 
conditions under which non-real mental events (e.g. images, 
thoughts) somehow become invested with reality. This mistake 
is made by virtually all investigators of hallucinations in the 
recent past … It makes no sense to regard a hallucination as a 
unique and generally pathological instance of subjective-
turned-objective phenomenon, and to enquire into the reason 
for this, if, according to Kant and Schopenhauer, normal 
perception is achieved in exactly the same way, …”  

  (Cutting  1997 , p. 83) 

      3.1   Philosophical Idealism 

 Everyday experience makes us believe that we observe an objective reality that is 
independent of our presence. The world is experienced as being observable to every-
body; hence, it is believed to be observer-independent. Common sense suggests that 
events and objects are part of an objective reality that exists independently from our 
mind. Conversely, Kant  (  1781  )  and Schopenhauer  (  1844  )  recognized that the world 
around us is a “dreamlike creation.” According to philosophical idealism, objects and 
events are creations of the mind and conform to the rules of the mind. The things that 
we see, hear, or feel around us are not part of the physical world and do not conform 
to rules of the physical world. Objects and events that populate our world do not exist 
without our awareness of them. Objects in the world are conditioned by the subject 
and only exist for the subject; there being “no object without subject” (Schopenhauer 
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 1844  ) . Objects and events incorporate meaning and fundamentally depend on obser-
vation, including observation of constancy or change over time. Although everything 
that we perceive around us is part of a dreamlike creation, there has to be a material 
world that is independent of our mind, because the consciously experienced world 
changes in accordance with learned behavior. Kant and Schopenhauer did not deny 
the existence of a physical world but pointed out that we have no possibility of know-
ing what the real world is like. There is a world “in itself,” which exists indepen-
dently of the subject and which, according to Schopenhauer  (  1844  ) , is wholly 
undifferentiated; it is only at the level of subjective representation that differentiation 
occurs. The mind, according to Kant, imposes its “categories” (concepts) upon sen-
sory data emanating from the material world (the world “in itself”). Certain ideas and 
knowledge are “a priori” (basic) conditions for our experience; they rule our experi-
ence of the world. “Categories” of object, event, and causation are examples of such 
 “ a priori ”  knowledge; they are basic to our experience of particular instances of 
objects, events, and causations. Kant  (  1781  )  argued that we automatically apply  “ a 
priori ”  concepts to every observation and have no choice in this. Thus, we see the 
world in terms of our concepts but have no genuine access to the material world that 
lies beyond the realm of our conscious experiences. 

 Gestalt psychologists agreed that perception cannot be broken down into patterns 
of sensory stimulation and that it is not a derivative of sensory stimulation from the 
external world (Koehler  1940  ) . Instead, they maintained that perceptual experience 
is an active achievement of the nervous system. Sensory stimulation serves to link 
the internally created image of the world to the physical world, ensuring that our 
internally generated stream of consciousness is adaptive. Sensory information 
derived from the physical world is not a necessary condition for perceptual experi-
ence. The richness and detail of conscious experience in dreaming suggests that 
even wakeful perception does not have to derive from sensory information to be as 
complex as it is. Similarly to wakeful perception, objects and sceneries that we see 
in dreams are substantial and seem to surround us. Dream images are real to the 
dreamer, and even grotesque violations of logic do not provoke questioning of their 
reality. Only when we wake up and start interacting with the external world do we 
understand that those sceneries were a fantasy and must have been produced in our 
mind. Similarly, images, smells, and sounds that surround us in the state of wakeful-
ness are not identical to what is out there in the physical world. We are prevented 
from gaining insight into the dreamlike nature of the perceived world in the wakeful 
state for as long as the phenomena into which the conscious stream differentiates 
are compatible with behavioral interaction with the external physical world. 

 True hallucinations, as opposed to pseudohallucinations, are experientially iden-
tical to normal conscious perception. These hallucinations appear real to the hallu-
cinator. Patients with acute psychosis typically have no insight into the unreality of 
their perceptual experiences; they react to their hallucinations as if these were nor-
mal perceptions (Jaspers  1946 ; Cutting  1997  ) . Pseudohallucinations, by contrast, 
are experienced as “unreal”; they share certain characteristics with mental imagery 
and are accompanied by preserved insight (Jaspers  1946  ) . From a perspective of 
“realism,” according to which the world around us is an objective reality, true hal-
lucinations are defi ned as “false perceptions” (Hamilton  1974  ) . What is considered 



193 Consciousness, Memory, and Hallucinations

to distinguish hallucinations from normal perception is that hallucinations arise in 
the absence of a corresponding external object or event. Hallucinations, unlike 
normal perceptions, are thought to come from within the person’s mind (Hamilton 
 1974  ) . The “realist” approach to hallucinations suggests that hallucinations and 
normal perception are generated by fundamentally different mechanisms. 
Hallucinations are suspected to derive from “inner” mental phenomena, such as 
mental imagery or inner speech. The notion that hallucinations are a derivative of 
“inner” mental imagery requires the postulation of a process of “external misattribu-
tion” – a process that would explain how mental imagery acquires vivid perceptual 
qualities and becomes alienated from the “self.” Cognitive models of hallucinations 
not only provide unsatisfactory accounts of misattribution, they also fail to explain 
obvious differences in content and grammatical form between verbal auditory hal-
lucinations in patients diagnosed with schizophrenia (third-person or, less typically, 
second- person verbal auditory hallucinations) and mental imagery (which may 
involve fi rst-person inner speech) (Behrendt  1998  ) . 

 The nature and phenomenology of hallucinations can be explained more fruitfully 
within a framework that accepts that, similarly to hallucinations and dream imagery, 
normal conscious awareness of the world during wakefulness is a fundamentally 
subjective and dreamlike experience (Behrendt and Young  2004  ) . Philosophical ide-
alism predicts that normal perception, hallucinations, and dream imagery are princi-
pally manifestations of the same physiological process. Hallucinations and dream 
imagery differ from normal wakeful conscious experience only with regard to the 
extent to which they are  constrained  by sensory information from the external physi-
cal world. Hallucinations are similar to dreaming in that a lack of sensory constraints 
on the physiological mechanisms of conscious experience makes these forms of con-
scious experience maladaptive for interaction with the physical world. Attentional 
mechanisms modulate the content of conscious experience, whether or not conscious 
experience is externally constrained by sensory input. In hallucinations, attentional 
mechanisms are in a position to determine the content of conscious experience with-
out regard for external sensory stimulation. Clinical observation suggests that content 
and context of verbal auditory hallucinations are crucially dependent on psychologi-
cal factors relating to personality, psychological confl icts, and social concerns. 
Hallucinatory experiences that accompany acute psychotic states or chronically per-
sist in patients diagnosed with schizophrenia are characteristically interpersonal in 
form and content, featuring derogatory voices, verbal commands, or third-person 
comments on one’s actions, often refl ecting patients’ social anxieties and preoccupa-
tions (Linn  1977 ; Nayani and David  1996 ; Birchwood et al.  2000  ) . At times of 
increased social stress and anxiety, patients prone to hallucinations increase their 
attention to social cues, and it is in the focus of attention where voices talking about 
or to the patient would emerge. Recognizing the role of attentional pressures attribut-
able to social sensitivities suffered by patients diagnosed with schizophrenia, we can 
arrive at an explanation of the phenomenology of verbal auditory hallucinations in 
terms of grammatical form, content, and circumstances of occurrence. Hallucinations 
experienced by neurological patients have a different phenomenology (Manford and 
Andermann  1998  ) ; however, attentional factors likely play a role in determining form 
and content of these experiences, too (Behrendt and Young  2004  ) .  
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    3.2   Resonance in Thalamocortical Networks 

 The thalamus and cerebral cortex constitute a unifi ed oscillatory system (Llinás and 
Ribary  1993  ) . Projection neurons in specifi c and nonspecifi c thalamic nuclei and 
inhibitory neurons in the adjacent reticular thalamic nucleus form neuronal circuits 
with interneurons and pyramidal neurons in the cerebral cortex. Neurons connected 
in thalamocortical circuits have intrinsic resonance rhythmicity that is released by 
cholinergic input. In the depolarized state, these neurons exhibit subthreshold oscil-
lations of membrane potential around 40 Hz, predisposing them to fi re at  g  rhythms 
in response to synaptic excitation (Steriade et al.  1993  ) . Rhythmic discharges from 
thalamic or cortical neurons can entrain oscillatory activity in connected neurons. 
Synchronized fi ring of several neurons will elicit temporally overlapping excitatory 
postsynaptic potentials in other cells and increase their chance of fi ring, too. 
 g  Activities in interconnected thalamocortical circuits globally synchronize to form 
“large functional states” (Llinás and Ribary  1993  ) . Llinás and Paré  (  1991  )  pointed 
out that most of the connectivity in thalamocortical circuits is geared to the genera-
tion of internal functional modes, only a minor part of thalamocortical connectivity 
being devoted to the transfer of sensory information. Thus, consciousness can be 
viewed as a “closed-loop property” of the thalamocortical system (see Fig.  3.1 ). 
Dream imagery associated with paradoxical sleep differs from conscious perception 
during wakefulness in that, during paradoxical sleep, sensory input exerts only a 
weak infl uence over intrinsic thalamocortical resonance. Synchronized thalamocor-
tical  g  activity and conscious experience are generated during both wakefulness and 
paradoxical sleep, but during paradoxical sleep, the external world is mostly excluded 
from conscious experience (Llinás and Paré  1991 ; Llinás and Ribary  1993  ) .  

 Reverberating activity in large assemblies of thalamocortical circuits produces  g  
(40 Hz) oscillations in magnetic or electrical fi eld potentials recorded over the neo-
cortex (Ribary et al.  1991  ) . Neocortical  g  oscillations characterize states of increased 
attention and alertness (Herculano-Houzel et al.  1999  ) , accompany paradoxical 
sleep (Llinás and Ribary  1993  ) , and can be recorded in association with hallucina-
tions (Spencer et al.  2009  ) . During wakefulness, sensory stimulation can reset and 
enhance  g  oscillatory activity recorded from the neocortex (Ribary et al.  1991  ) . 
Such resetting is not observed during paradoxical sleep when random bursts of neo-
cortical 40-Hz oscillations occur in a manner unrelated to sensory stimulation 
(Llinás and Ribary  1993  ) . 

 Electroencephalographic activation involves the release of acetylcholine from 
cholinergic fi bers into the thalamus where acetylcholine acts on muscarinic recep-
tors to induce delayed and prolonged membrane depolarization in thalamic projec-
tion neurons, thus enabling  g  discharge activity (Curro Dossi et al.  1991 ; Munk et al. 
 1996  ) . Cholinergic activation during arousal especially affects intralaminar (non-
specifi c) thalamic nuclei (Steriade et al.  1993  ) . Intralaminar thalamic nuclei project 
to superfi cial layers of all neocortical areas in a spatially continuous manner. 
Neurons in these nuclei have a particularly strong intrinsic 40-Hz rhythmicity that 
may entrain oscillatory discharge activities in cortical neurons. By distributing 
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 g  rhythms over the neocortex, intralaminar thalamic nuclei can facilitate the 
synchronization of  g  reverberations in specifi c thalamocortical circuits that are acti-
vated by sensory input and attentional mechanisms. It has been suggested that 
conscious experience is based on coherent 40-Hz coactivation of specifi c and non-
specifi c thalamocortical circuits. The content of consciousness would lie in specifi c 
thalamocortical circuits, whereas nonspecifi c thalamocortical circuits may ensure the 
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  Fig. 3.1    Peripheral sensory information constrains intrinsic resonance processes in the thalamo-
cortical system. Information processed in dorsal parts of the thalamoneocortical system, represent-
ing stimuli in action-oriented frames of reference, infl uences the formation of activity patterns in 
posterior ( dorsal ) parts of CA3 via medial parietal cortices, parahippocampal cortex, and medial 
entorhinal cortex. Information processed in ventral parts of the thalamoneocortical system (ventral 
object-processing stream) infl uences activity patterns in anterior ( ventral ) parts of CA3 via perirhi-
nal and lateral entorhinal cortices – regions that are concurrently modulated by input from the 
basolateral amygdala. Arbitrary association patterns rapidly forming at  q  rhythms in CA3 may 
have the information content of discrete epochs of unitary conscious experience and are temporar-
ily stored as event (i.e., episodic) memories. Activity patterns formed in CA3 infl uence processes 
in CA1 that may serve to classify the location or situation presently occupied by the subject within 
its wider spatial or social environment (Behrendt  2010  ) . The medial prefrontal cortex may encode 
emotional or habitual behavior modes that can be engaged in response to such contextual 
information       
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temporary binding of activated specifi c thalamocortical circuits toward the creation 
of a unitary conscious experience (Llinás and Paré  1991 ; Llinás and Ribary  1993  ) . 

 Cholinergic, noradrenergic, and serotonergic systems ascending from the brain-
stem to the thalamus globally facilitate or inhibit fast oscillatory and resonance 
capabilities of thalamic “relay” cells and modulate their responsiveness to afferent 
sensory input. Acetylcholine released in the thalamus from terminals of cholinergic 
brainstem nuclei induces membrane potential depolarization, characterized by sub-
threshold  g  oscillations, and enhances both spontaneous and stimulus-evoked fi ring 
activity of relay cells. Effects of cholinergic arousal are mediated by activation of 
muscarinic receptors located on thalamic relay cells and  g -aminobutyric acidergic 
(GABAergic) interneurons (Francesconi et al.  1988 ; McCormick and Pape  1988  ) . 
By mediating a reduction in the release of GABA in specifi c thalamic nuclei, activa-
tion of muscarinic receptors on interneurons plays an important role in increasing 
the effi cacy of signal transmission in states of arousal and increased attention 
(Carden and Bickford  1999  ) . 

 The impact of peripheral sensory information on resonance in the thalamocorti-
cal system is partly regulated by the reticular thalamic nucleus. The reticular thal-
amic nucleus forms a sheet along the outer surface of the thalamus and consists of 
GABAergic inhibitory neurons that receive collateral terminals from thalamocorti-
cal and reentrant corticothalamic projections. Reticular thalamic neurons, in turn, 
project in a topographically organized manner to specifi c (“relay”) and nonspecifi c 
thalamic nuclei (Llinás and Ribary  1993  ) . Cholinergic input from the brainstem 
inhibits spontaneous activity of GABAergic neurons in the reticular nucleus, con-
tributing to disinhibition of thalamic relay cells at times of arousal. However, in 
response to certain patterns of sensory stimulation, reticular thalamic neurons can 
inhibit activity in specifi c thalamic nuclei during arousal (Villa  1990 ; Murphy et al. 
 1994  ) . Stimulus-specifi c inhibition of thalamic relay cells may be mediated by acti-
vation of presynaptic nicotinic receptors on GABAergic terminals from reticular 
thalamic neurons. Reticular thalamic neurons densely express nicotinic receptors 
(particularly those with the  a  

7
  subunit). Thus, while inhibition of GABAergic neu-

rons in the thalamus mediated by muscarinic receptor activation may contribute to 
the global increase of relay cell activity during arousal, nicotinic facilitation of 
GABAergic transmission from the reticular thalamic nucleus may, at the same time, 
improve the signal-to-noise ratio of thalamic activity (Lena and Changeux  1997  ) . 

 Dysfunction of the reticular thalamic nucleus may lead to loss of sensory- specifi c 
inhibition in specifi c thalamic nuclei. This may manifest particularly at times of 
arousal when thalamic relay cells exhibit increased spontaneous activity. Then, ran-
dom activity may predominate over stimulus-specifi c inhibition, and relay cells may 
become recruited into thalamocortical reverberations without receiving adequate 
sensory input. Some abnormalities identifi ed in studies of patients diagnosed with 
schizophrenia or animal models of schizophrenia, including dopaminergic and  a  

7
  

nicotinic receptor dysfunctions, may predispose to hallucinations at times of 
increased stress and anxiety by disrupting the balance between intrinsic activity of 
the thalamocortical system and constraints imposed by sensory input to the thala-
mus (Behrendt  2006 ; Behrendt and Young  2004  ) . Peripheral sensory impairment 
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may constitute another cause for excessive noise in specifi c thalamic nuclei 
predisposing to pathological activation of thalamocortical circuits. This mechanism 
may contribute to musical hallucinations (see Chap.   11    ), the Charles Bonnet syn-
drome (see Chap.   6    ), late paraphrenia, and schizophrenia. Dysfunction of seroton-
ergic raphe nuclei, as may be the case in peduncular hallucinosis, may also cause 
global disinhibition in specifi c thalamic nuclei (Behrendt and Young  2004  ) .  

    3.3   Allocentric Representations and Episodic Memory 

 Synchronized thalamocortical  g  oscillations likely play a role in the generation of 
conscious experience; however, it remains diffi cult to understand how widely dis-
tributed oscillatory processes can give rise to unifi ed conscious experience of an 
external world (“binding problem”). The hippocampus, receiving major inputs from 
the entorhinal cortex, is in a unique position to rapidly integrate stimulus-related 
and contextual information processed in parietal and temporal association cortices. 
Superfi cial layer II of the entorhinal cortex projects, via the perforant path, to the 
granule cell layer of the dentate gyrus. Granule cells, in turn, send mossy fi bers to 
hippocampal regions CA3 and CA2. Pyramidal neurons of CA3 (cornu ammonis 
region 3) are extensively interconnected via recurrent axon collaterals. CA3 is 
thought to form a single “autoassociation network” that displays “attractor dynam-
ics” (Rolls  2007 ; for a full explanation see Chap.   4    ). The high degree of internal 
connectivity and effective synaptic plasticity enable the rapid formation of associa-
tions among individual elements of a patterned input refl ecting sensory details pro-
cessed in neocortical areas. The autoassociation network of CA3 stores “arbitrary 
associations” between object and place information as event memories for durations 
of seconds to minutes (Kesner  2007 ; Rolls  2007  ) . 

 CA3 of the dorsal (posterior) hippocampus preferentially encodes spatial contex-
tual information. Spatial information about the location of objects encoded in the 
parietal cortex enters the dorsal dentate-CA3 network via the medial entorhinal cor-
tex (Kesner  2007  ) . The posterior parietal cortex encodes sensory information in 
retinocentric and other egocentric reference frames for the purpose of guiding par-
ticular types of motor acts, such as saccadic eye movements, reaching, or grasping 
(“action-oriented spatial representations”) (Colby and Goldberg  1999 ; Andersen and 
Buneo  2002  ) . Regions in the medial parietal cortex integrate various feature repre-
sentations activated in the posterior parietal cortex in order to encode, in egocentric 
head-centered coordinates, representations of locations or landmarks in the visible 
environment. Regions in the medial parietal cortex, in turn, are interconnected, via 
parahippocampal and medial entorhinal cortices, with the dorsal (posterior) hip-
pocampus, which ties various visual feature units together, using “attractor dynamics” 
(see Chap.   4    ) to form an allocentric representation of the environment (i.e., a repre-
sentation that appears fi xed to the external environment) (Byrne et al.  2007  ) . 

 The ventral (anterior) hippocampus is preferentially involved in the acquisition 
and retrieval of nonspatial memories (Ross and Eichenbaum  2006  ) . The anterior 
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lateral temporal cortex, which forms part of the “ventral visual stream,” forwards 
nonspatial visual information about objects via the perirhinal cortex and lateral 
entorhinal cortex to the anterior (ventral) hippocampus. The anterior lateral tempo-
ral cortex, which, in humans, also processes visual and nonvisual information about 
social and emotional cues as well as semantic components of language, acts as a 
“connectional hub” to the anterior hippocampus by way of perirhinal and entorhinal 
cortices (Kahn et al.  2008  ) . CA3 of the anterior (ventral) hippocampus encodes 
event memories consisting of arbitrary associations between object/reward informa-
tion and the “space out there” (allocentric space) (Rolls et al.  2005 ; Rolls and Xiang 
 2005  ) . Information about rewards and punishers, represented in the amygdala and 
orbitofrontal cortex, reaches the anterior hippocampus via the perirhinal and lateral 
entorhinal cortices. Glutamatergic projections from the basolateral amygdala to 
superfi cial layers of the entorhinal cortex promote  g  oscillations in the entorhinal 
cortex by rhythmically depolarizing pyramidal neurons, thereby enabling the inte-
gration of neocortical inputs in emotionally arousing situations and promoting the 
spread of neocortical activity to the hippocampus (Bauer et al.  2007  ) . 

 During exploratory locomotion and paradoxical sleep, neurons in superfi cial lay-
ers of the entorhinal cortex and their projection targets in the hippocampus dis-
charge synchronously at  g  frequencies in relation to the phase of the  q  cycle (Chrobak 
and Buzsáki  1998  ) . Temporal convergence of information-bearing neocortical input 
to the hippocampus and local  q  oscillations, sustained by cholinergic input from the 
medial septum, results in the encoding of event (episodic) memories. Synchronous 
 g  fi ring in subsets of CA3 pyramidal neurons that are tuned to the  q  rhythm is neces-
sary for the temporary storage of information. Thus, hippocampal  q  oscillations, 
which are selectively present in behavioral states of exploration and attentiveness 
(but also in paradoxical sleep), ensure the continuous gathering of information about 
the environment (Buzsáki  1996 ; Vertes  2005  ) . VanRullen and Koch  (  2003  )  argued 
that  q  oscillations, acting as a carrier for  g  oscillations, provide the context for con-
scious memory recall.  q  Oscillations may also be important for conscious percep-
tion, if we accept that conscious perception is closely intertwined with conscious 
recognition and event memory retrieval. During paradoxical sleep,  q  and  g  oscilla-
tions are highly synchronized between dentate gyrus and CA3, possibly refl ecting 
the recombination of event memory fragments (Montgomery et al.  2008  ) . 
This would be consistent with the suggestion that reproduced sequences of pat-
terned ensemble fi ring in the hippocampus during paradoxical sleep represent reac-
tivated episodic memory traces that form the content of dream states (Louie and 
Wilson  2001  ) . 

 Acetylcholine in the thalamus may cooperate with acetylcholine in the hip-
pocampus in enabling neural processes that underlie conscious perception. 
Cholinergic mechanisms enhance memory encoding by increasing  q  oscillations in 
the hippocampal formation (Hasselmo  2006  ) . In addition, cholinergic input from 
the medial septum facilitates the encoding of new information in CA3 via activation 
of nicotinic receptors. Activation of nicotinic receptors in CA3 enhances 
excitatory synaptic input from the entorhinal cortex and dentate gyrus, while activa-
tion of (presynaptic) muscarinic receptors in CA3 suppresses excitatory 
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transmission at recurrent connections between pyramidal cells (Hasselmo  2006  ) . 
Thus, acetylcholine enables the encoding of new information in part by activating 
muscarinic receptors and suppressing feedback excitation within the autoassocia-
tion network of CA3. Conversely, lower levels of acetylcholine would encourage 
CA3 to settle on a previously learned event code (Burgess et al.  2001  ) . 

 Rapid-event memory formation in the autoassociation network of CA3, integrat-
ing nonspatial information about landmarks or objects with information about their 
spatial context, may underlie externalized conscious experience (Behrendt  2010  ) . 
Identifying consciousness with event memory formation in CA3 is consistent with 
Zeman’s  (  2001 , p. 1281) conclusion that “rather than guiding action from moment 
to moment, consciousness serves its biological purpose on a longer, more refl ective, 
time scale.” The world of our experience – subjective and dreamlike as it may be – 
appears to be “fi xed” to the external physical world. The world of phenomenal space 
and time seems to be “out there” and contains objects that seem to be “out there,” 
even though this world exists only “in our mind.” What we conceptualize as “self” 
stems from others’ attitudes and intentions toward us; it is our refl ection in the social 
situation, which is essentially an aspect of the world that we see around us. Thus, 
consciousness, including evolutionarily more recent self-awareness, is allocentric. 
Even if the world of our experience is not constrained by peripheral sensory 
stimulation, as is the case in dream imagery or hallucinations, it is still externalized, 
that is, it still appears to be fi xed to an external world. The highest-level encoder of 
allocentric information is the hippocampus, and if we take into account the ability 
of CA3 to form activity patterns that  bind  information from diverse cortical sensory 
processing areas into a coherent whole, then the hypothesis arises that conscious-
ness is an emergent property of CA3 attractor dynamics and that dysfunctional 
regulation of neuronal activity and “parasitic attractor” dynamics in CA3 could be 
responsible for hallucinatory experiences.  

    3.4   Schizophrenic Psychosis and Hippocampal 
Hyperactivity 

 Schizophrenia is associated with GABAergic hypofunction in the hippocampus, 
especially in regions CA3 and CA2. GABAergic hypofunction in patients diag-
nosed with schizophrenia predominantly affects fast-spiking interneurons (basket 
cells), which contain parvalbumin and synapse onto perisomatic aspects of hip-
pocampal pyramidal cells (Zhang and Reynolds  2002 ; Benes et al.  2007 ; Lisman 
et al.  2008  ) . Decreased functionality of fast-spiking interneurons leads to a reduc-
tion of GABA-mediated inhibitory postsynaptic potentials in pyramidal cells and, 
hence, disinhibition of these cells. Defi cient GABAergic transmission, in turn, may 
be a consequence of NMDA-receptor hypofunction in the hippocampus. Fast-
spiking interneurons use NMDA receptors to “sense” the level of activity in sur-
rounding pyramidal neurons (by responding to extracellular glutamate) in order to 
adjust the synthesis and release of GABA. Malfunctioning NMDA receptors would 
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be relatively insensitive to glutamate levels in the surrounding milieu, which would 
lead to downregulation of GABA synthesis (Coyle  2006 ; Lisman et al.  2008  ) . 
NMDA-receptor hypofunction, resulting in defi cient GABA release from fast- 
spiking interneurons and, hence, disinhibition of hippocampal pyramidal cells, has 
been implicated in schizophrenia. Similarly, NMDA-receptor antagonists may 
induce psychotic experiences, such as hallucinations, in healthy subjects by reduc-
ing the output of fast-spiking GABAergic interneurons and thereby increasing pyra-
midal cell activity (Lisman et al.  2008  ) . 

 The decrease in GABAergic tone in the hippocampus may be an indirect conse-
quence of elevated excitatory input from the basolateral amygdala (   Gisabella et al. 
 2009  ) . The basolateral nucleus of the amygdala provides strong excitatory input 
directly to CA3 and CA2. In a rat model of schizophrenia, excessive glutamatergic 
input from the basolateral amygdala to regions CA3 and CA2 causes excitotoxic 
reductions in GABAergic interneuron density (especially affecting fast-fi ring basket 
cells), mirroring postmortem fi ndings of reduced GABAergic interneuron function-
ality in CA3 and CA2 in patients diagnosed with schizophrenia (Berretta et al. 
 2004  ) . Reductions in GABA-mediated inhibitory postsynaptic potentials in 
pyramidal neurons of CA3 occur in association with an increase in hippocampal 
“long-term potentiation” (Gisabella et al.  2009  ) . Thus, increased responsiveness of 
the amygdala may contribute to excessive formation of memories for the environ-
mental context of aversive stimulation and, by implication, dysfunctional conscious 
experiences in the form of hallucinations. Psychotic episodes in patients diagnosed 
with schizophrenia are often preceded or accompanied by syndromatic or subsyn-
dromatic social phobia characterized by intense apprehensions, generalized across 
all social encounters, about being criticized, negatively evaluated, or rejected by 
others (Michail and Birchwood  2009  ) . In neuroimaging studies, patients with social 
phobia show hyperresponsivity of the amygdala, especially on the left, to others’ 
angry or contemptuous emotional expressions (Stein et al.  2002 ; Phan et al.  2006  ) . 

 Electrical stimulation of the human medial temporal lobe, especially in the region 
of the amygdala and hippocampus, can elicit complex visual hallucinations (see 
Chap.   6    ) and sometimes auditory hallucinations (Vignal et al.  2007 ; see also Chaps. 
  8    –  10    ). Direct stimulation of the amygdala can elicit feelings of fear and anxiety, as 
well as complex hallucinations. Brain lesions in or near the amygdala are associated 
with schizophrenia-like psychoses (Fudge and Emiliano  2003  ) . Although hippocam-
pal volume is often reduced in patients diagnosed with schizophrenia, metabolic 
activity in the hippocampus, as measured by neuroimaging, is often increased, indi-
cating an excess of excitatory neuronal activity. Hyperactivity of the left hippocam-
pus and parahippocampal gyrus is associated with a  tendency , in these patients, to 
experience hallucinations and delusions (Liddle et al.  2000 ; Heckers  2001  ) .  Actual 
experience  of auditory (Shergill et al.  2000  )  or visual hallucinations is accompanied 
by hippocampal activation as demonstrated in fMRI studies, along with activations 
in higher-order neocortical sensory processing areas (Oertel et al.  2007  ) . These fi nd-
ings agree with the hypothesis that hippocampal hyperactivity might underlie hal-
lucinations and other positive symptoms in patients diagnosed with schizophrenia 
(Liddle et al.  2000 ; Heckers  2001  ) . Antipsychotic treatment with risperidone was 
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shown to reduce regional cerebral metabolism in the left hippocampus in association 
with a gradual reduction in hallucinations and delusions, “consistent with the 
hypothesis that reduction in aberrant hippocampal fi ring is a prerequisite for subse-
quent resolution of reality distortion” (Liddle et al.  2000 , p. 406). 

 Patients diagnosed with schizophrenia, particularly those with “disorganized 
schizophrenia” (characterized by fl eeting and fragmentary hallucinations and prom-
inent thought disorder), are impaired in Gestalt tasks that require perceptual group-
ing of visual stimuli. In rats, blocking neural activity in one hippocampus induced 
coactivation, at  g  frequencies, of pyramidal cells in the contralateral hippocampus 
that initially fi red independently (Olypher et al.  2006  ) . As a result, the ability of rats 
to subgroup distal spatial stimuli and segregate them from irrelevant local stimuli 
was impaired, preventing these rats from effectively avoiding regions of the room 
where footshock was administered. Coactivation, at  g  frequencies, of initially 
uncoupled hippocampal pyramidal neurons amounts to a failure to segregate cell 
assemblies encoding unrelated representations. Disorganization of spike timing 
between cells would provide the basis on which “a pathological steady and stable 
state of activity” can emerge through  g  synchronization: a “parasitic attractor” “that 
does not refl ect reality” but a hallucination instead (Olypher et al.  2006 , p. 166).  

    3.5   Conclusions 

 Normal perception, dreaming, and hallucinations are equivalent because even nor-
mal perception in wakefulness is fundamentally a state of hallucinations, one how-
ever that is constrained by external physical reality. Although Kant  (  1781  )  was not 
the fi rst idealist, he can be credited with fi rst recognizing idealism as the appropriate 
philosophical framework for understanding the nature of the perceived world and its 
phenomena and, at the same time, recognizing the embeddedness of the phenome-
nal world in a shared physical world that lies beyond subjective experience. The 
adaptive state of wakefulness depends on sensory information about changes taking 
place in the physical world, but we do not see, hear, feel, or smell physical reality 
itself. Instead, physical reality constrains the internal and fundamentally subjective 
process of conscious experience. 

 Activation of thalamic relay cells during arousal is normally balanced by sensory-
specifi c and attention-specifi c inhibitory input from neurons in the reticular thal-
amic nucleus. The reticular thalamic nucleus, in turn, is under cholinergic control 
by the mesencephalic reticular formation and basal forebrain nuclei. In patients 
diagnosed with schizophrenia, defi cient nicotinic activation of reticular thalamic 
neurons during arousal may lead to a loss of specifi c inhibition and random activity 
in specifi c thalamic nuclei. This would mask sensory input to the thalamus and 
weaken its impact on thalamocortical self-organization, resulting in impaired  g  
response synchronization to sensory stimulation. Thalamic relay cells could be 
recruited into “large functional states” involved in conscious experience without 
regard for the actual pattern of sensory input. Inhibition of the reticular thalamic 
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nucleus and disinhibition in specifi c thalamic nuclei may also result from dopamin-
ergic hyperactivity, as in schizophrenia, or exogenous NMDA-receptor antagonists, 
such as phencyclidine (Behrendt and Young  2004  ) . 

 Patterns of resonant thalamocortical activity, representing sensory information in 
egocentric or action-centered frameworks, provide the dynamic substrate from 
which the hippocampus rapidly constructs allocentric environmental representa-
tions that serve mnemonic functions and self-localization. The CA3 autoassociation 
network, forming unitary activity patterns at  q  intervals, integrates information 
about objects and their spatial context into allocentric representations of the envi-
ronment. Unitary conscious experiences, referring to  discrete  epochs of conscious 
experience (VanRullen and Koch  2003  ) , may be an emergent property of unitary 
activity patterns formed through attractor dynamics in CA3 (Behrendt  2010  ) . 
Regarding the stream of consciousness as a sequence of higher-order symbols that 
characterize unique states in CA3 formed through attractor dynamics agrees not 
only with Kant’s idealism but also Chalmers’  (  1996  )  argument that consciousness 
is imbued with nonphysical properties (and therefore cannot make a difference to 
the trajectory of behavior). Hallucinations may not differ from normal conscious 
perception in terms of their intricate relationship with episodic memory formation 
and recall. 

 Increased excitability in CA3 may cause hallucinations in through the formation 
of parasitic attractors. Alternatively, pathophysiological processes that predispose to 
patterns of thalamocortical activity that are underconstrained by peripheral sensory 
input could be responsible for hallucinations. Ultimately, much of the thalamocorti-
cal system, processing external sensory input, interacts with hippocampal region 
CA3 in producing view-dependent allocentric representations that manifest as dis-
crete epochs of conscious experience. The precise may be phenomenology of hallu-
cinations. The presence of visual hallucinations, alongside auditory hallucinations, 
in patients diagnosed with disorganized schizophrenia may indicate pathologically 
increased hippocampal activity, due to GABAergic hypofunction, whereas hallucina-
tions occurring exclusively in the auditory modality in patients diagnosed with para-
noid schizophrenia may indicate underconstrained thalamocortical that, of abnormal 
reticular thalamic nucleus function, is excessively sensitive to attentional.      
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           4.1   Introduction 

 The study of hallucinations is complicated by the huge number of factors that 
determine the occurrence and phenomenological characteristics of these phenom-
ena. Until recently, this has made it impossible to develop a “global view” of the 
events that govern their existence. Recent breakthroughs in network science allow 
for a graphical representation and modeling of large numbers of interacting factors 
(Barabasi  2003 ; Barabasi et al.  2011  ) , which may bring such a global view within 
reach. In this chapter, we will summarize a number of theoretical issues that are 
required for a basic understanding of network models. Finally, a network model of 
hallucinations is presented that aims to integrate a substantial number of clinical and 
research fi ndings pertaining to the origin and phenomenological expression of 
hallucinations.  

    4.2   General Network Models 

 By the mid-twentieth century, network science began to take shape as a separate 
discipline, thanks to Paul Erdős (1913–1996) and many other brilliant physicists 
and mathematicians. In the 1950s, biological organisms were generally considered 
to be too complex to be described in terms of mathematical formulas. That all 
changed during the 1960s, when computers became available that allowed for complex 
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simulations of anything ranging from molecules to cells, organs, individuals, and 
markets. Classical network theory was born, which earned a serious reputation 
when it produced successful explanations and descriptions of complex phenomena 
such as the crystallization of atoms, phase transitions in matter, and navigation (e.g., 
the traveling-salesman problem). And yet it would take until the 1990s before a 
number of important discoveries would allow for a revolution in network science to 
take place, the consequences of which are only beginning to be felt in modern medi-
cine and the current neurosciences. 

 A network is a mathematical concept that describes interactions between agents 
that can be identifi ed separately in space (Watts and Strogatz  1998  ) . These agents 
may themselves be in a certain state, which can be transferred from one agent to 
another in the course of time. It was Albert Einstein (1879–1955) who fi rst 
remarked that all natural phenomena can be described in terms of events (states) 
that take place in space and time (Russell  2011  ) . Since the addition of “scale” as a 
fi nal descriptor, the central thesis has become that  states can interact with one 
another on different spatial and temporal scales . This type of representation is so 
general that it allows most natural phenomena to be described in terms of 
networks. 

 The graphic representation of a network is called a network graph (see Box 4.1). 
Network graphs contain “nodes” and “links,” which together determine network 
 structure . States traveling between the nodes along the links in the course of time 
refl ect network  function . Classical network theory was based on the assumption that 
nodes were randomly connected to other nodes. Biological systems turn out to vio-
late this rule completely, and are best represented by networks in which many nodes 
have relatively few connections, whereas the remaining nodes have many connec-
tions. Those richly connected nodes are called “hubs.” Hubs connect many different 
nodes within the network, thus forming clusters of tightly interconnected nodes that 
are called “modules.” Hubs interconnect the modules, which themselves can serve 
as nodes to form superclusters at ever higher levels of spatial organization. Viewed 
this way, life can be characterized as an endless variation of multimodular-hierar-
chic network structures which collectively display a so-called small-world topology 
(see Box 4.1).   

   Box 4.1 Small-World Network Structures 

 Nearly all biological systems, including collections of interacting genes, pro-
teins, organelles, cells, tissues, organs, and individuals, can be described in 
terms of a “small-world” network topology. Such a network structure is char-
acterized by the presence of hubs (see main text) that form clusters, which 
themselves are connected by hubs into ever larger networks, thus creating a 
multimodular-hierarchic structure (see Fig.  4.1 ). In such structures, states can 

(continued)



354 A Network Model of Hallucinations

travel from one node to any other node in the network along very short routes. 
It turns out that every human being is part of various communities and hierar-
chies and connected to any other human being through an average of only six 
degrees of acquaintance (or six degrees of separation). In other words, the 
average “path length” of small-world networks is low. Because of the short 
distances between the nodes, such networks are called “small-world” networks 
(see Fig.  4.1 ), after the expression “It’s a small world after all” (uttered, e.g., 
after meeting a total stranger who turns out to be an acquaintance of your best 
friend). In social systems, small-world networks promote the dissipation of 
information across a group of cooperating individuals. In neural networks, 
they help to optimize the transfer of information at minimal “costs” (i.e., 
connections).    

  Fig. 4.1    Network graph showing an example of a “small-world” network structure. Hubs 
(i.e., high-degree nodes) connect clusters of lesser-degree nodes into superclusters ( marked 
by circles ) and so on. This hierarchical network structure is called “scale-free” or “fractal-
like” since a similar structure can be found in nature at all spatial-scale levels of organiza-
tion, including networks of genes, proteins, metabolites, organelles, neurons, brain areas, 
social networks, and markets       

Box 4.1 (continued)
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    4.3   Neural Network Models 

    4.3.1   Attractor Network Models 

 Neural networks are special types of biological networks. Like most biological 
systems, they have a multimodular, hierarchic network structure that displays a 
small-world topology (Bassett et al.  2006 ; Meunier et al.  2010  ) . This network lay-
out allows for maximum effi ciency of information transfer and processing at mini-
mal costs (expressed in terms of the number of links being used). The study of 
hallucinations by means of network theory involves the examination of (pathologi-
cal) changes in neural network structure and function at various spatial and tempo-
ral scales, varying from micrometers to decimeters, and milliseconds to years. Such 
studies are nearly impossible to perform in living human beings. To overcome this 
obstacle, computer models of neural networks have been created that incorporate 
fi ndings from different fi elds of study, including postmortem, in vitro, and animal 
research. In such models, it is possible to manipulate any parameter of interest and 
to examine the effects of such manipulations on network structure and function. 
Currently, “attractor network models” are among the most sophisticated models 
used for such purposes (Brunel and Wang  2001 ; see also Fig.  4.3 ). An attractor 
network consists of a network of neurons (e.g., pyramidal cells in the primary visual 
cortex) that receive dendritic inputs from an external location (e.g., the retina) and 
produce output via axonal connections that travel to another attractor network (e.g., 
the visual association cortex). Neurons within this attractor network have excitatory 
collaterals that feed back to their dendritic connections (collateral excitation) as 
well as to inhibitory interneurons that – on average – suppress the activity in net-
works lying outside of the attractor network (collateral inhibition) (Brunel and 
Wang  2001  ) . Thus the excitatory and inhibitory collaterals form positive and nega-
tive feedback loops, which operate via N-methyl- d -aspartic acid (NMDA) and 
gamma-aminobutyric acid (GABA) receptors, respectively. From this basic layout, 
the brain is able to generate the multitude of visual representations of its environ-
ment that are required to fulfi ll the needs of its owner.  

    4.3.2   The Attractor State 

 When dendritic input enters the attractor network, neural activity reinforces itself by 
means of its positive feedback loop, thus aiding itself to persist even after the origi-
nal stimulus has ceased (Rolls and Deco  2011 ; Chumbley et al.  2008  ) . Meanwhile, 
the negative feedback loop suppresses the activity of neurons located (on average) 
outside of the attractor network. Collectively, the positive and negative feedback 
loops regulate the “persistence” of network activity within the attractor network 
(Brunel and Wang  2001  ) . It has been shown that the application of an external stimu-
lus to an attractor network can induce sustained and stimulus-specifi c neural activity 
within the network (Wu et al.  2008  ) . Dendritic input pertaining to a particular stimulus 
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selects a subset of neurons that together enter a “preferential state” that is specifi c to 
that particular stimulus. Such preferential states are called “attractor states” (see Box 
4.2). It turns out that attractor states are among the best candidates for the neural 
correlates of subjective experience as currently known to neuroscientists. Although 
defi nitive proof is still required, specifi c smells, tastes, sounds, and visual experi-
ences are thought to be encoded by stimulus-specifi c attractor states. Additionally, 
thoughts, feelings, rule-based decision making, and memory states have all been 
linked to activity within specifi c attractor networks (Braun and Mattia  2010  ) . 

 Attractor networks can assume two different stable states. One of those states is 
the attractor state itself, which can develop when the network has received dendritic 
input. This “active state” (or “persistent state”) is characterized by high-frequency 
fi ring rates of neurons within the network, which are diffi cult to disrupt by alterna-
tive dendritic input (distracting stimuli). Another stable state develops when attrac-
tor networks are not receiving any dendritic input. Under such circumstances, 
attractor networks enter a so-called resting state, characterized by low-frequency, 
random-spiking activity as a result of spontaneous depolarizations of neurons within 
the attractor network (Eliasmith  2007 ; Rolls  2010  ) . In the resting state, attractor 
networks are freely roaming their state spaces. They may switch between active and 
resting states, depending on the amount of “energy” applied to them. Such energy 
typically takes the form of novel dendritic input or of spontaneous noise fl uctuations 
generated within the network itself.   

   Box    4.2 Network Function and State Space 

 Each node within a network can be in a certain  state  (often 0 or 1, but states 
may vary along continuous scales). Those states are transferred from one node 
to another along the links in the course of time. The temporal evolution of 
those states in the network is referred to as network  function . Just as network 
 structure  is usually represented by a graph, network function can be depicted 
as a “state space” (Wuensche  2011  ) . State space is a Euclidian space, charac-
terized by a multidimensional coordinate system with perpendicular axes that 
represent the states of the nodes or clusters present within the network. In 
time, the network “travels” through its state space and leaves behind a “state-
space trajectory,” refl ecting its past behavior (see Fig.  4.2a ). By recording 
changes in the states of nodes at different moments in time, the behavior of the 
entire network across infi nite time can be described using just a single image.  

 After a certain period of time, each network will enter a state that it 
has encountered before. For instance, a simple network with  n  = 3 nodes 
(or clusters) may cycle from state-space coordinates (0 0 0) to (1 1 1) to (1 1 
0) and back to (0 0 0). Thus a loop of a certain size has been made in state 
space from one particular (macro) state back onto itself, through a series of 
intermediate states. That loop is called a “state cycle,” and the point, line, 

(continued)
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surface, or volume in state space that has been circled is called the “attractor” 
(see Fig.  4.2b ). The term “attractor” was chosen because irrespective of the 
initial state of a network at any point in time, it will eventually enter a cycle 
of states that orbit the attractor at hand (see Fig.  4.3 ).    

  Fig. 4.3    The network structure of an attractor network, showing two attractor networks 
that are connected into a larger network. Dendritic input selects a subpopulation of neurons 
that forms the attractor network for that particular stimulus. Excitatory (NMDA-related) 
output loops back onto the dendritic input connections, causing a self-perpetuation of 
attractor activity. Excitatory output also connects to inhibitory (GABAergic) interneurons, 
which loop back to the dendritic input connections of all surrounding neurons. Thus attrac-
tor networks compete for activity by promoting the persistence of their own attractor states 
and suppressing activity in neighboring attractor networks       

  Fig. 4.2       State space trajectories, see box text (Reproduced from Eliasmith  (  2007  ) . with 
permission)       

Box 4.2 (continued)

 

 


